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Main Result

Open Questions
1. Remove any assumptions on 
2. Even for Pure DP (          )  the question is open. 

Differential privacy

The only existing upper bound [Golowich and Livni] is concentrated

For any two inputs          differing at one point:

Learner       should not strongly depend on any particular 

For concentrated or uniform private learners, number of mistakes        

Concentrated: Uniform:opposite types of learners

(while trivial non-private learner achieves              )

is         -private, if 

Informally:

More formally:

Most formal (aka definition): 

Example: 

To learn any function class        in online setting,

the learner must play the game                            times,

where                   is the Littlestone dimension

Proof idea
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Check it out!

Concurrent work [CLNSS'24] shows lower bound against any learner for a particular class

Learner      outputs 
Learner      receives 

Number of mistakes: 

For     in    

Adversary selects 

and

Let     denote the number of rounds

Online Game

Assume       is  concentrated and                         

Start with 

Let        denote the sequences containing '1' before step       

and       denote the sequences containing '1' only after step

        is concentrated

        is          -private

therefore, we recurse to the half       or       , such that

Overall, we insert               '1's, such that        makes mistake on all of them. 

insert point where learner 'expects less'
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